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Abstract
In recent years, artificial intelligence (AI) has seen signif-
icant advances that have in fact exceeded even optimistic
prognoses. Using data-driven AI, namely deep learning tech-
niques, it has been demonstrated that computers may now be
equipped with abilities of remarkable scope and quality, such
as solving image and text processing tasks at human level.
Large language models, in particular, have sparked debates
regarding opportunities and challenges of this rapidly devel-
oping area. Will remaining fundamental challenges of data-
driven AI, such as factual or logical mistakes, be overcome
for good if complemented and hybridized with symbolic AI
techniques, such as knowledge representation and reasoning?
Will systems of artificial general intelligence (AGI) emerge
from this, possessing common sense and in fact completing
the decades-old quest for AI that motivated the raise of the
field in the 1950s? In the light of these questions, we review
the likewise, decades-old philosophical debate about capabil-
ities and limitations of computers from a hybrid AI point of
view. Here, we discuss how hybrid AI is coming closer to dis-
proving Hubert Dreyfus’ famous statements regarding what
computers can not do. At the same time, we shed light on a
lesser discussed challenge for hybrid AI: the possibility that
its developers might be its biggest limiters.

Introduction
Since its very early days, the field of artificial intelligence
(AI) has been fascinated by the idea of creating computers
with human-like cognitive abilities. Great expectations came
with successes of early search and planning strategies in the
1950s, due to which some researchers anticipated machines
with human-like capabilities within the next decade already.
While this turned out to be too optimistic, new hope grew
with more advanced logic AI called expert systems intro-
duced in the 1970s, and even more so with the raise of neural
networks in the 1980s. Both paradigms, however, come with
particular challenges. Data-driven AI, such as neural net-
works, is traditionally not particularly good at working with
logic concepts. Logic AI, on the other hand, can usually not
be automatically adapted to dynamic changes. Therefore, AI
researchers have been striving to complement the strengths
of these first two waves of AI in a third wave or paradigm,
typically referred to as hybridization or hybrid AI.
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Neither pure logic AI nor hybrid AI have so far reached
human-like abilities and common sense. Data-driven AI,
however, has recently seen major advancements due to the
concept of large language models (LLMs), at some tasks ex-
ceeding all previously known abilities. LLMs, such as GPT-
4.0 or BERT, have been successfully used to write reports
and poems, to summarize or extend texts (Min et al. 2023).
Multimodal LLMs, such as Stable Diffusion, are even able
to create images from text input (Zhang et al. 2023). At the
same time, the rather unwanted phenomenon of hallucina-
tion has gained significant interest (Tonmoy et al. 2024). It
illustrates not only the limitations of LLMs and their statis-
tical nature (Lake et al. 2017), but has also sparked interest
in overcoming limitations by combining machine learning
with knowledge engineering techniques (Colon-Hernandez
et al. 2021). With deep learning and LLMs having already
reached capabilities at an unprecedented quality, such fur-
ther improvements raise the question of how close the next
generation of AI will actually come to a so-called artifi-
cial general intelligence (AGI) with human-like abilities and
common sense. Not few in the field assume that the third
wave of AI will push the limits of what computers can do
significantly, and may even overcome the longest standing
barriers separating man and machine.

What Can Computers Not Do?
As motivating the vision of machines with human-like abil-
ities and common sense may have been for early AI re-
searchers, it turned out to be not only ambitious, but in fact
its hardest challenge ever. Moreover, this ideal provided an
easy target for critics. Philosopher Hubert L. Dreyfus, in
particular, became famous for his fundamental criticism on
AI formulated in several publications (Dreyfus 1965, 1972;
Dreyfus and Dreyfus 1986; Dreyfus 1992). Condensed in the
title of his seminal book What Computers can’t do (Dreyfus
1972), Dreyfus has been arguing that AI will fundamentally
never able to deliver common sense, moral and ethical rea-
soning, contextual awareness, and emotions.

By the time Dreyfus initially published these thoughts, AI
was dominated by mathematical and logic approaches that
were built to deal with symbols and representations. Against
this background, he emphasized that human cognitive ca-
pacities rely strongly on unconscious processes and extend
beyond explicit articulation (Dreyfus 1965, 1972). In the
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light of further developments in this direction in the area of
neural networks, Dreyfus renewed his criticism two decades
later with his follow-up book What Computers Still Can’t
Do – then dissecting the predictive nature of data-driven AI,
which relies on emulation rather than genuine understanding
(Dreyfus 1992).

A core target of Dreyfus’ critique on AI was the goal of
creating machines with common sense (Dreyfus and Drey-
fus 1986). Shaped by diverse factors, such as upbringing
and social interactions, individuals develop nuanced ethical
and moral reasoning approaches, often grounded in shared
understandings – such as the unwritten rule of refraining
from checking one’s phone during a job interview – com-
monly recognized as common sense. Dreyfus argued that
these intricate reasoning approaches, deeply embedded in
human experience, pose significant challenges for AI sys-
tems attempting to replicate them successfully (Dreyfus
1972; Descartes 1996).

Not surprising, Dreyfus’s propositions provoked prompt
and reactions from the AI community in the following years.
Papert, for example, reacted already in 1968 with a harsh re-
buttal, not only basically denying most arguments brought
forward by Dreyfus but even questioning the legitimacy of
doing so (Papert 1968). In the year of publication, com-
puter scientist Bruce G. Buchanan reviewed What Comput-
ers Can’t Do critically (Buchanan 1972), encouraging read-
ers to adopt a contemporary view of humanity and the world,
distinct from traditional scientific viewpoints. Was the over-
all approach misaligned? As Crossman elaborates in “The
Kiss and the Promise”, Dreyfus’s work falls short in shed-
ding light on the meaning or understanding of AI, instead
focusing on the societal misuse of computers, particularly
the potential replacement of human emotional interactions
with machine-human interchange (Crossman 1985).

Critics argue that the mistakes lie not in what comput-
ers can not do, but rather in what they can do and how
they achieve it (Collins 1996). Further, debates surround-
ing Dreyfus’s work delve into the dichotomy of “Body
and World.” Scholars like Hubert Haugeland argue that in-
telligent bodies are fundamentally situated, with relevance
contingent on the essentially human situation. Intelligence
would then reside bodily in the world, implicating not only
information processing but also neurobiology and anthro-
pology (Haugeland and Dreyfus 1996). Moreover, Dreyfus
focuses excessively on the detailed architecture and physi-
cal form of computers (Collins 1996), neglecting real-time
interactions and social dimensions shaping AI capabilities.

Keeping up with Dreyfus’ tradition, Timothy Koschmann
explored the symbolic grounding issue further and extended
the critique to the inadequacy of specifying all exception
clauses and the conjectural nature of arguments (Koschmann
1996). He emphasized the necessity for AI to employ mul-
tiple strategies and approaches, contributing to the broader
non-formalist, anti-representationalist debate within the sit-
uated cognition controversy (Koschmann 1996). This is
largely the case for all of Dreyfus’ work, as he was one of the
main followers of this philosophy, and is further supported
by other prevalent reviewers and philosophers (Buchanan
1972; Koschmann 1987; Papert 1968).

Is the Hybrid Whole More Than
The Sum Of Its AI Parts?

Over the course of the last three decades, a variety of ap-
proaches to create such hybrid AI systems have emerged,
such as genetic programming of neural networks, logic spik-
ing neural networks, hybrid expert systems or knowledge-
based neural networks. A popular classical scheme discrim-
inates between three types of hybrid AI: unified, transforma-
tional, and modular hybrid systems (McGarry, Wermter, and
MacIntyre 1999). While modular design of hybrid systems is
still relevant today (Schmid 2023), the other two paradigms
have been differentiated in more recent schemes, following
the idea of design patterns popularized by modern software
engineering (van Bekkum et al. 2021; Witschel et al. 2021).

Usually, the justification for any hybrid AI approaches is
the assumption that by combining two opposite approaches,
each individual drawback will balance out each other. Or in
other words: that the individual strengths will complement
each other. In fact, however, this is not guaranteed. What,
for example, if the weaknesses of opposite approaches com-
plement each other - instead of the strengths? We will dis-
cuss this in the following for common sense and contextual
awareness, ethical reasoning, and moral reasoning.

• Common Sense and Contextual Awareness A field
that has also received great advancements based on hy-
brid AI, is the world of personal assistants such as Siri
or Alexa, and virtual chat assistants. Often, they use a
combination of different AI paradigms, such as Natural
Language Processing (NLP), Machine learning, text-to-
speech(TTS), knowledge graphs and for the virtual chat
assistants the Chatbot Framework. Concepts, such as a
knowledge graph, allow the system to have an underly-
ing graph modelling the connection and relationship be-
tween different entities. This allows the system to pro-
cess an input and provide the relevant output. Overall,
this in function with ML algorithms allows the system to
function properly. NLP is the basis for the computer to
understand what the user is inputting.
A possible interpretation of some of these systems is
that they indeed showcase the ability to have common
sense and contextual awareness(Varde et al. 2015). Ques-
tions, such as “What is the traffic looking like?”, show-
case the ability to use contextual awareness. Given that
Siri, for example, would respond based on live data of
surrounding traffic and the location. This creates a seem-
ingly accurate response, including cases such as weather
requests. As this adapts based on various factors that sur-
round the user, contextual awareness may be determined
in this case, at least to a certain degree (Signorelli 2018).
Common sense lacks an official definition, making it ex-
tremely difficult to argue if it has been completed (Varde
et al. 2015; Shanahan et al. 2020). However, examples
from virtual assistants that learn and better during their
usage, allow a certain amount of common sense to be
included in the responses given, which creates the argu-
ment on the possibility of systems being able to have
common sense. For example, if a user asks the virtual
personal assistant to book a flight, the system uses its



common sense capabilities to understand the user’s in-
tention and provide relevant information and options,
such as the available flights, schedules, and prices. This
common-sense decision-making process enables the vir-
tual personal assistant to provide a more human-like and
intuitive experience for the user, which can help to build
trust and satisfaction in the technology.

• Ethical Reasoning. For illustration, we will in here con-
sider aspects from the field of autonomous driving, which
is today heavily dependent on various AI technologies.
From a technical standpoint, autonomous vehicles are
relevant because they have to scale to big levels on a
relatively simple premise. Hybrid AI systems in use on
autonomous vehicles rely on computer vision, control
systems, machine learning, and deep learning (Kisačanin
2017). Both logic AI and data-driven AI have been criti-
cized by Dreyfus for not being able to make ethical deci-
sions. Can hybrid AI systems overcome this? Regarding
control systems and machine learning algorithms of ve-
hicles, this can not really be confirmed (Fridman et al.
2017). Control systems, as the name suggests, are re-
sponsible for the vehicle’s controls. This means they de-
termine the vehicles’ path, speed, and trajectory based on
the sensor’s inputs and other algorithms at work.
Highlighting, the fact that if the vehicle had to choose be-
tween taking a human’s life and hitting a pole, it would
in most cases hit the pole. Therefore, seemingly demon-
strating ethical reasoning (Gerdes and Thornton 2015).
Dreyfus, however, would contradict. Due to the nature
of his statements and the definition of ethical reasoning,
hybrid AI is not able to make an ethical decision in a spe-
cific case: Even though it seems to do so, it can only be
made if it is hardcoded (Bonnemains, Saurel, and Tessier
2018). The control systems in this case are logically deci-
phering what to do, not reasoning by themselves. Overall,
this would mean that although it can mirror the effect of
ethical reasoning, it is not engaging in it fully.

• Moral Reasoning. Both logic AI and data-driven AI
have been criticized by Dreyfus for not being able to
achieve moral reasoning. This concept itself is hard to
define, as many different interpretations exist of what it
encompasses. Yet, hybrid AI has seen advancements and
successes regarding this topic. In medical recommenda-
tion and diagnosis systems (Kulikowski 1980), for ex-
ample, a machine learning component may be trained
on data related to medical ethics, such as best practices
for informed consent and respect for patient autonomy.
The corresponding expert system component provides a
human-like understanding of moral considerations and
values and can make informed moral decisions. In a sit-
uation where the system is faced with a decision about
whether to recommend a risky medical procedure, the
system would then imply its moral reasoning capabili-
ties to make a decision that aligns with moral principles
and values, such as the patient’s autonomy and informed
consent (Montani 2008). Similar to the argument about
ethical reasoning, however, moral reasoning remains in-
complete. It trains on different data, and creates the moral

reasoning through the human input(Kulikowski 1980). It
can be argued that the system is not actually reasoning
morally, instead remaining logical. In theory, it still only
follows if...then, as it does not understand the moral as-
pect. Instead, it uses its logical reasoning based on the
inputs provided by the medical expert to determine what
the best solution could be, further proving an incomplete
showcase of moral reasoning (Montani 2008).

What Are The Major Bottlenecks for
the Third Wave of AI?

While the assumption of complementary strengths makes it
tempting to assume unlimited opportunities for hybrid AI,
one may still well consider several relevant bottlenecks even
where complementation works generally out well. We con-
sider in particular these potential major bottlenecks:
• Data. One of the major challenges in data-driven AI is

the factor of training data, in particular the labeling of
such (Roh, Heo, and Whang 2021). Data selection and
quality has direct influence on the quality of the resulting
model, and with the increase in available data in today’s
world, one would expect the possibilities of a model’s
capabilities to increase. However, this is true to a certain
extent as many practitioners will be able to tell. Differ-
ent developers and stakeholders have diverse criteria of
selection, quality, and success. Similar issue arise around
the labelling of data, which even if (or potentially due to)
being carried out by humans may sometimes be faulty,
biased, or insufficient in amount (Roh, Heo, and Whang
2021). These critique points had been raised by Dreyfus’
later work (Dreyfus 1992).
Is hybrid AI free from these issue of data-driven AI?
Although the functionality of hybrid AI systems do not
solely rely on training data like data-driven AI, due to
their hybrid nature they remain based at least in part on
training data inputted by the human. The hypothesis that
the process of system design does not lead to human-like
abilities seems to remain true as the problem can stem
from even before the model is created, hence, even if the
models become better the issues remain and Dreyfus re-
mains correct (Dreyfus 1992).

• Predictions. An interesting approach to the argument
of what hybrid AI can or cannot do is looking at other
description used for the overarching AI systems. One
of these alternative names is “Prediction machines”,
used for example in economics or businesses contexts
(Agrawal, Gans, and Goldfarb 2018), but also supported
by findings of psychological research (Schrimpf et al.
2021). This perspective highlights some further reasons
why it is so difficult to argue against statements made
by Dreyfus: The argument is the fact that machines do
not actually “know” what they are doing, but rather pre-
dict what they should be doing, based on the input given.
This is supported by the statement made by Dreyfus that
it’s incredibly hard to separate the knowledge from the
knower (Dreyfus 1992). Famously, humans often know
more than they can put into words, let alone put into con-
textual statements based on if...then.



With this idea, it becomes apparent why the work of
Dreyfus with its astonishing polarizing attack on AI as
such remains studied. Today’s hybrid AI systems are
close to demonstrating all the features shown by Dreyfus,
but do so in an almost imposter-type way (Bonnemains,
Saurel, and Tessier 2018). Ethical and moral reasoning,
for example, can be displayed in these systems, even to
great success, as shown in the world of autonomous vehi-
cles and medical systems; however, they are not actually
reasoning in this way, instead logically reasoning based
on rules provided by the expert. Interestingly, some psy-
chologists argue that humans follow the same pattern,
as in some cases it is unclear if it is logical reasoning
taught as ethical or moral reasoning, compared to actu-
ally reasoning morally or ethically (Kulikowski 1980).
Instead, the difference seems to be that we understand
and can create new and adaptive interpretations of these
rules, especially to previously unknown challenges. To-
gether with the fact that these systems rely heavily on
predictions, it makes sense as to why they are incom-
plete(Agrawal, Gans, and Goldfarb 2018).

• Humans. Let us take on yet another perspective and
assume for a moment that we as a human developer
would aim to create a hybrid AI system with one of hu-
mankind’s most important abilities: creativity. Would we
in this respect self limit our capability to produce cre-
ative, intelligent machines? In line with the statement
made above and supported by Dreyfus: Yes, because we
can not actually put into words how to achieve this goal,
and hence cannot create the systems needed.

Contrarily, considering that data make the systems func-
tion, the realization has to be made, that the issues stem
from a much deeper problem. Therefore, it might even be
accurate to say, that models and systems are not the sole
problem, nor the techniques currently in use. Rather, hu-
man developers preparing and employing the data remain
one of the primary blocking factors of advancements.
While overall data availability is increasing, the problems
faced increase in the same manner, such as the difficulty
of properly managing all of this data, or labelling it cor-
rectly. This influences the training of the models and also
its results (Roh, Heo, and Whang 2021). Hence, returning
to the statement that the problem of Dreyfus’s statements
is not entirely related to the technology itself, but largely
the human definitions of certain aspects. Further, Dreyfus
statements remain so open-ended, and human definitions
so precise, yet unexplainable (Dreyfus 1992).

Even if this can change, in hybrid AI development there
are always experts, designing the models and creating
them. These limitations can be considered vital, due to
the size of AI systems, as the “black box” within these
becomes increasingly complicated (Yu and Alı̀ 2019). In
many systems, not only in LLMs but also hybrid sys-
tems, it is actually hard to tell comprehensively on which
grounds individual decisions are made. To some extend,
this may be reduced by approaches such as rule extrac-
tion from neural networks (Jacobsson 2005).

Conclusions
Over the last decades, Dreyfus’ ideas and views have been
shaping both scientific and public debate about goals and
challenges of AI. Although not particularly welcomed by
everyone in the AI community, Dreyfus has made signif-
icant intellectual contributions to the field. The variety of
responses to the existing problems analyzed by Dreyfus
have been prompting scholars, researchers, and developers
to continually reassess and refine their understanding of the
capabilities of AI (Schmid et al. 2021).

While both data-driven and hybrid AI systems have seen
significant progress in many areas, they still have limitations
and are not capable of fully replicating human intelligence
and experience. Major bottlenecks for future systems will be
data, the predictive nature of such systems, but also the hu-
mans developing these systems. Hybrid AI may be able to
make decisions based on pre-defined principles and values,
perform natural language processing and recognize patterns
in data, but not to replicate human emotions, empathy, cre-
ativity, and intuition.

To this end, the advancements in hybrid AI have not com-
pletely disproven Dreyfus’ statements on the limitations of
AI. Remember, he argued that AI systems would never be
able to fully replicate human intelligence and experience,
due to their lack of understanding. While hybrid AI sys-
tems have come closer to disproving the statements regard-
ing commonsense or ethical reasoning since the 1960s, they
still lack the conclusion to do – or are only creating a super-
ficial disapproval doing this superficially.

So are Dreyfus’ work and arguments still relevant in times
of the third wave of AI? They are. This is not solely due
to the philosophical nature of his statements, and its in-
terpretability range being so large. There is little indica-
tion, for example, that actual moral and ethical reasoning
can be carried out in a reliable and communicated in a
human-understandable fashion by today’s AI systems. Cer-
tified safety criteria, for example, will therefore have to be
decided by law (Yu and Alı̀ 2019).
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