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Abstract

Commonsense reasoning refers to the ability to make infer-
ences, draw conclusions, and understand the world based on
general knowledge and commonsense. Whether Large Lan-
guage Models (LLMs) have commonsense reasoning abil-
ity remains a topic of debate among researchers and experts.
When confronted with multiple-choice commonsense reason-
ing tasks, humans typically rely on their prior knowledge and
commonsense to formulate a preliminary answer in mind.
Subsequently, they compare this preliminary answer to the
provided choices, and select the most likely choice as the
final answer. We introduce Aggregated Semantic Matching
Retrieval (ASMR) as a solution for multiple-choice common-
sense reasoning tasks. To mimic the process of humans solv-
ing commonsense reasoning tasks with multiple choices, we
leverage the capabilities of LLMs to first generate the prelim-
inary possible answers through open-ended question which
aids in enhancing the process of retrieving relevant answers to
the question from the given choices. Our experiments demon-
strate the effectiveness of ASMR on popular commonsense
reasoning benchmark datasets, including CSQA, SIQA, and
ARC (Easy and Challenge). ASMR achieves state-of-the-art
(SOTA) performance with a peak of +15.3% accuracy im-
provement over the previous SOTA on SIQA dataset.

Introduction
Large Language Models (LLMs) have demonstrated excep-
tional state-of-the-art (SOTA) performance in natural lan-
guage processing tasks, such as machine translation (Zhu
et al. 2023b), text generation (Chung, Kamar, and Amershi
2023), code generation, and information retrieval (Zhu et al.
2023c). The scaling of Large Language Models enables the
emergent abilities (Wei et al. 2022b) to solve more complex
and diverse tasks. Recent SOTA LLMs such as ChatGPT,
Llama 2 (Touvron et al. 2023), Mistral (Jiang et al. 2023a),
and GPT-3 (Brown et al. 2020) show outstanding results us-
ing few-shot in-context learning, and even with zero-shot
prompting (Wei et al. 2022a). However, despite the success
of LLMs across various tasks, its utility in multiple-choice
question commonsense reasoning tasks is still considered as
a challenging task.
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Figure 1: Our proposed ASMR framework on multiple-
choice commonsense question answering task. Given a
question without choices, first prompt LLM to give three
possible answers. Next, aggregate these possible answers
and measure the similarities between the aggregated answer
and choices. Finally, use Multiple Choice Prompting (MCP)
method to predict the final answer.

A multiple-choice question (MCQ) consists of two com-
ponents – a stem, which defines the question or problem,
and a set of answer choices. Among these choices, there is a
key representing the correct answer to the question, accom-
panied by several distractors that present plausible yet in-
correct responses. In Multiple-Choice Question-Answering
(MCQA) task, the LLM is tasked to select the most suit-
able answer. Many studies in multiple-choice reasoning task
leverage the approach of large language models with in-
context learning. Existing work can be grouped into two
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lines. First, some work propose to present a question to an
LLM, where the model independently assesses each choice
and selects the option with the highest probability as its cho-
sen answer (Brown et al. 2020; Zhao et al. 2021; Holtz-
man et al. 2022; Smith et al. 2022). Another line proposes
multiple-choice prompting, which a question and its answer
choices are all presented to an LLM, allowing model to di-
rectly compare the answer choices (Rae et al. 2022; Liévin
et al. 2023; Wei et al. 2023; Wang et al. 2023). While such
methods can benefit from explicitly comparing the choices,
some studies (Zhao et al. 2021; Fei et al. 2023; Han et al.
2022) highlight the Large Language Models expose biases,
including majority label bias, recency bias, and common
token bias. Recent study (Robinson, Rytting, and Wingate
2023) observed that the second line of work outperforms the
first one. Therefore, following the observation, we prompt
the LLM with question and choices.

Commonsense question answering demands Large Lan-
guage Models to acquire diverse forms of common-
sense knowledge and reasoning skills. While commonsense
knowledge is intuitive to most people, it can be challenging
to articulate explicitly. Consequently, it is also challenging
for language model to learn commonsense knowledge. Do
language model construct its own commonsense cognition
during the pre-training?

We argue that the direct provision of all answer choices
in the question prompt might limit the true potential of the
LLMs to generate correct answers. Resembling what hu-
mans commonly perform, we first read the question and
then have a preliminary answer in mind. The preliminary
answer is then matched with the closest available choices.
Inspired from this answer matching mechanism, we intro-
duce Aggregated Semantic Matching Retrieval (ASMR), a
model-agnostic choice-retrieval process to address multiple-
choice commonsense reasoning task. In order to alleviate the
influence of distractor choices, we first let the LLM generate
a response to an open-ended question utilizing the knowl-
edge it has acquired through pre-training. Afterwards, the
question with top-k best matching choices is presented to
the LLM to obtain the final answer. The entire process is
illustrated in Figure 1.

Our primary contributions are twofold:

1. We present ASMR, a model-agnostic choice retrieval
method for multiple-choice commonsense reasoning
task. To the best of our knowledge, our work is the first to
propose prompting the question in an open-ended fashion
to unleash the commonsense ability of the LLM.

2. We empirically show that ASMR outperforms all the
existing state-of-the-art methods on popular challenging
datasets such as CSQA, SIQA, and ARC (Easy and Chal-
lenge). Furthermore, ablation studies are performed to
show the effectiveness of our method.

Related Work
Since the birth of Transformers (Vaswani et al. 2017), ad-
vancement in the field of NLP has been growing fast. It al-
lows the models to learn more complex tasks using larger
datasets. Several work (Brown et al. 2020; Ouyang et al.

2022) show that model’s number of parameters massive
up-scaling could bring better performance, and furthermore
with emergent abilities which are not observed in smaller
models (Wei et al. 2022b). Subsequently, many Large Lan-
guage Models are developed, scaled and pre-trained on very
large datasets, such as Llama 2 (Touvron et al. 2023), Mis-
tral (Jiang et al. 2023a), and GPT-3 (Brown et al. 2020).
These generative models could be used in many downstream
tasks, such as text classification, content generation, and in-
formation retrieval. Due to the computation cost of training,
LLMs are often utilized as a pre-trained foundation model
with the pre-trained weights released by the authors, and can
be fine-tuned on specific tasks. Due to the emergent abil-
ities, LLMs are able to perform in-context learning (ICL)
using only few-shot examples. Moreover, recent studies ob-
serve that LLMs are also good zero-shot learners on generic
tasks. This significantly changes the horizon of using LLMs,
where we can no longer need any labeled samples for fine-
tune training or as the ICL few-shot examples. Supporting
the motivation of LLM’s task transferability and zero-shot
ability, our work utilizes the LLMs in a zero-shot fashion by
prompting without providing any examples.

While LLMs perform well in many tasks, i.e. machine
translation (Zhu et al. 2023b; Zhang, Haddow, and Birch
2023; Zhu et al. 2023a), text generation (Chung, Kamar, and
Amershi 2023; Hartvigsen et al. 2022; Sahu et al. 2022),
and information retrieval (Zhu et al. 2023c; Liu et al. 2023;
Jiang et al. 2023b), they are still lagging in the common-
sense multiple-choice question-answering (MCQA) prob-
lem (Robinson, Rytting, and Wingate 2023). There are two
lines of work in the MCQA problem. First line utilizes the
highest probability scored by the model to select the final
answer (Brown et al. 2020; Zhao et al. 2021; Holtzman et al.
2022). Brown et al. (2020) employs two different normaliza-
tion procedures to extract the score, i.e. the normalization of
the sequence probability by the nth root, and the normaliza-
tion of the answer probability by the unconditional probabil-
ity of the answer. The other line of work prompts the LLM
by presenting all the answer choices alongside the question
text (Rae et al. 2022; Liévin et al. 2023; Wei et al. 2023;
Wang et al. 2023). Robinson, Rytting, and Wingate (2023)
show that MCQA using multiple choice prompting outper-
forms the first line of work.

The closest work to our ASMR is multiple choice prompt-
ing (MCP) (Robinson, Rytting, and Wingate 2023). MCP
directly provides the question and answer choices as the
prompt text to the LLM, with the selected answer choice
from the generated response being the final answer. Com-
pared to cloze-prompting (CP), which a question is passed
to an LLM and the candidate answers (i.e. answer choices)
are scored by the model, MCP performs better and success-
fully avoid the problems found in CP, such as conflation of
likelihood and reliance on normalization procedures. How-
ever, MCP with the answer choices provided in the prompt
text might limit the LLM to only consider the answer solely
from the choices. On the contrary, LLM carries the knowl-
edge it learns from the pre-training which could be use-
ful when determining the answer. Therefore, different from
MCP and CP, we adopt open-ended question without the an-



swer choices as the prompt text in ASMR.

Method
Problem Definition. The multiple-choice reasoning task
entails assessing a given question xi ∈ X , alongside a set
of predefined answer choices Y xi = {yxi

1 , yxi
2 , ..., yxi

n } to
identify the most suitable or correct answer ŷxi ∈ Y xi .
Successful completion of this task requires not only com-
prehending the question’s content but also applying reason-
ing skills to make an informed decision among the provided
choices.

Guiding a Language Model (LM) through the process
of executing a multiple-choice reasoning task involves in-
putting the question and answer choices, followed by gen-
erating the corresponding raw output. Subsequently, the an-
swer is extracted from the raw output using the following
expressions:

raw response = GENERATE(x, Y )
y = EXTRACT(raw response)
This process essentially instructs the language model

to generate responses based on the provided question and
choices and then extracts the relevant choices from the
model’s raw response.

Baseline Methods. As the baseline methods, recent state-
of-the-art techniques such as multiple choice prompting
(MCP) and self-consistency (SC) are considered.

Multiple Choice Prompting (MCP) (Robinson, Rytting,
and Wingate 2023) assesses the answer choices by directly
providing all choices beside the question text as the in-
put prompt. Since LLMs suffer from majority label and re-
cency biases (Zhao et al. 2021), demonstrating most few-
shot learning is not in reality few-shot, MCP is performed
using zero-shot learning. The original MCP utilizes beam
search as the decoding strategy, which are the common de-
fault strategy found in the publicly available LLMs, e.g.
GPT-3 (Brown et al. 2020) and Codex (Chen et al. 2021). To
create a more comprehensive comparison, we test with two
different decoding strategies, i.e. greedy and beam search to
obtain the answer.

Self-Consistency (SC) (Wang et al. 2023) retrieves the
answer by feed-forwarding the input prompt n times, and
then extract the majority answer among all of the generated
responses. It acts like a self-ensemble performed on a sin-
gle LLM, and replaces the greedy decoding strategy used in
chain-of-thought prompting. In our experiments, we employ
temperature sampling (Ackley, Hinton, and Sejnowski 1985;
Ficler and Goldberg 2017) as the decoding strategy for SC.

ASMR. We propose to initially prompt the model us-
ing open-ended question (i.e. prompting without answer
choices) to unleash the true potential of the LLM. We uti-
lize ”Question: {question}” as the question prompt
template where {question} is the question text. The ob-
tained raw response from the LLM is extracted. SimCSE
(Gao, Yao, and Chen 2022) is used to extract the embeddings
of the extracted raw responses. We compare the similarity
using the complement of cosine similarity, as shown in the
following equation, where ex1

and ex2
are the embeddings

to be compared, || · ||2 is the magnitude of the embedding,
and ϵ is the small value to avoid division by zero.

cosine similarity(ex1 , ex2) =
ex1

· ex2

max(||ex1 ||2 · ||ex2 ||2, ϵ)
(1)

The top-k answer choices with the highest simi-
larity value are selected to be included in the next
prompt. The filtered choice self-guide the LLM to fo-
cus on the more potential candidate answers. We once
again prompt the LLM using the template ”Question:
{question}\n{choices}”, where {choices} con-
tains all the filtered answer choices. The full prompt exam-
ple used in each method is presented in Table 2. Eventually,
the final answer is extracted from the LLM response.

We propose two variations for calculating the similarity
scores as follows.
1. Concatenation (ASMR-C)

The extracted raw responses from different decoding
strategies are concatenated altogether as a string, delim-
ited by space character. We extract the concatenated text
embeddings, and then perform similarity score calcula-
tion with all of the answer choices. The overall architec-
ture of ASMR-C is displayed in Figure 2.

2. Aggregated Sum (ASMR-A)
The embeddings of extracted raw responses from the
LLM are individually retrieved. We use each of the em-
beddings to calculate similarity score with the answer
choices. Eventually, the similarity scores of each answer
choice from different decoding strategies are aggregated
by summing them all. The top-k answer choices are se-
lected based on the aggregated similarity scores. The il-
lustration of ASMR-A is shown in Figure 3.

The following steps summarize the process of our
method.
1. Open-Ended Answer Generation

We prompt the model using the question x as the text.
The LLM is instructed to use three different decoding
strategies, i.e. greedy search (m1), beam search (m2),
and model temperature sampling (m3) to generate multi-
ple open-ended answers, Y ′m = {y′m1 , y′m2 , y′m3} for
the given question x.

2. Semantic Matching
For each generated answers y′m ∈ {y′m1 , y′m2 , y′m3},
we calculate the semantic similarity score s using Equa-
tion 1 between the generated answer y′mi and each an-
swer choice yi ∈ Y .

3. Similarity Score Calculation
When using aggregated sum alternative, the similarity
scores s generated from the previous step are summed up
per answer choice to arrive at the final similarity scores.
For concatenation alternative, this step is skipped.

4. Relevant Answer Retrieval
The top-k matching answer choices with the highest sim-
ilarity scores are selected.

5. Final answer extraction
We prompt the LLM again using the question x with the



Figure 2: Overview of our approach ASMR-C. Given question x, we instruct LLM to generate three responses. Subsequently,
we concatenate these responses to compute the similarity score with all of the answer choices. Afterwards, top-three similar
choices are retrieved to instruct LLM to generate the final answer.

Figure 3: Overview of our approach ASMR-A. Given question x, we instruct LLM to generate three responses. Subsequently,
we compute the similarity score for each response with all of the answer choice and then sum the similarity scores of each
answer option to obtain the final similarity score. Then, we retrieve top three similar choices to instruct LLM to generate the
final answer.

Dataset # Answer Choices Training Validation
CSQA 5 9741 1221
SIQA 3 33400 1950
ARC-E 4 2250 570
ARC-C 4 1120 299

Table 1: Data statistics. CSQA, SIQA, ARC-E, ARC-C
denotes CommonsenseQA, SocialIQA, ARC-Easy, ARC-
Challenge respectively. “# Answer Choices” denotes the
number of provided answer choices for the dataset.

top-k choices retrieved from previous step as the model
input and MCP is employed to obtain the raw output. The
final answer y∗ is extracted from the raw response. In this
step, greedy-search decoding strategy is considered.

Experiments
Dataset. We consider three commonsense multiple-choice
reasoning tasks, which are CommonsenseQA (Talmor et al.
2019), SocialIQA (Sap et al. 2019), and ARC (Clark et al.
2018). The data statistics are shown in Table 1. We evalu-
ate our proposed method on the validation set of these tasks
since they have ground-truth labels.

CommonsenseQA is a 5-way multiple-choice QA task
that requires commonsense knowledge for reasoning. It is
based on the knowledge encoded in ConceptNet, which the

questions are crowd-sourced. The validation set contains
1221 questions.

SocialIQA (Social Interaction QA) is a 3-way multiple-
choice QA task, aimed at testing social and emotional intel-
ligence, which requires commonsense for social interactions
for reasoning in a variety of everyday situations. The valida-
tion set contains 1950 questions.

ARC (AI2 Reasoning Challenge) dataset is a 4-way
multiple-choice question-answering task, which consists of
grade-school level science questions. ARC is split into a
challenge set ARC-Challenge and an easy set ARC-Easy,
where ARC-Challenge contains more difficult questions that
require reasoning.

Model. As Llama 2 (Touvron et al. 2023) is an ad-
vanced large language model that has been gaining a
lot of attention in the technology world, and since it
is available for free for research and commercial use,
we employ Llama-2-7b-chat-hf on of our experi-
ments. Recent LLM from Mistral (Jiang et al. 2023a),
i.e. Mistral-7B-Instruct-v0.1 is also used in our
experiment to empirically show that ASMR is a model-
agnostic method which can be used on any existing LLMs.
For the semantic matching, we utilize the SimCSE (Gao,
Yao, and Chen 2022) since its outstanding performance on
the semantic textual similarity task. We run all of the exper-
iments on an RTX 3090 GPU with an Intel Core i9-13900K



Method Example Prompts

MCP

Question: Why are dogs often known as man’s best friend?
A. aggressive
B. friendly
C. very loyal
D. found outside
E. very smart
Answer:

ZS-SC

Question: Why are dogs often known as man’s best friend?
A. aggressive
B. friendly
C. very loyal
D. found outside
E. very smart
Let’s think step by step. The last sentence of your reply should follow the format:
[The answer is {option}].

ASMR-C and ASMR-A

First Prompt (in Step 1):
Please answer the following question within ten words.
Question: Why are dogs often known as man’s best friend?

Second Prompt (in Step 5):
Always select the most suitable option to answer the question. Reply with the format
[The answer is {option}].
Question: Why are dogs often known as man’s best friend?
B. friendly
C. very loyal
E. very smart

Table 2: Prompt examples for all methods

CPU.

Implementation Details. In order to assess the efficacy of
our ASMR method, we employ the following methods as the
baseline for comparison, and the design of template prompts
is presented in Table 2.

MCP (Multiple Choice Prompting). We follow the MCP
method described in (Robinson, Rytting, and Wingate
2023). We consider greedy-search decoding strategy for
main comparison.

ZS-SC (Zero-Shot Self Consistency). Following the orig-
inal Self Consistency, we sampled 10 reasoning paths using
temperature sampling mechanism. The model temperature
is set to 1.0, and the number of sampling is set to 10.

ASMR (Aggregated Semantic Matching Retrieval). For
beam search decoding strategy, we set the number of beams
to 10, and for temperature sampling, the number of sampling
is 10 and the temperature equals to 1.0. For SimCSE model
used in the embeddings extraction, we utilize the pre-trained
weights of ‘sup-simcse-bert-base-uncased’.

Metric of Evaluation. We report the accuracy scores for
all of the experiments. Accuracy score at top-k is employed

for the ablation study on the number of selected answer
choices.

Results
Main Results. We present our main experimental results
in Table 3 and 4. “ASMR-· - topk” signifies that the top-k
similar choices are retrieved as the selected choices (as men-
tioned in Step 5). When k equals to 1, it becomes the final
answer. ASMR-C surpasses the baselines on all of the four
datasets, while ASMR-A surpasses MCP on two datasets.
ASMR achieves peak performance improvement of +15.3%
using concatenation alternative with top-3 selected choices
on SIQA dataset. On SIQA, ARC-E, and ARC-C datasets,
ASMR-C consistently performs better than ZS-SC. Overall,
ASMR-C outperforms all the other existing state-of-the-art
methods. ASMR-A is a potential alternative to ASMR-C on
certain dataset, for instance, CSQA.

Our competitive results demonstrate that ASMR success-
fully elicits the commonsense reasoning ability in LLM, aid-
ing in the retrieval of more probable choices and further en-
hancing LLM’s performance on MCQA tasks. Therefore,
prompting the LLM using open-ended question is empiri-



CSQA SIQA ARC-E ARC-C
MCP 51.2 45.0 58.9 44.8
ZS-SC 59.2 57.2 72.5 51.5
ASMR-C - top1 60.9 52.8 64.9 45.2
ASMR-C - top3 58.6 60.3 72.6 53.8

Table 3: Accuracy (%) for ASMR-C on commonsense rea-
soning tasks. The best scores are boldfaced. The peak per-
formance difference compared to the previous SOTA (i.e.
MCP) is underlined.

CSQA SIQA ARC-E ARC-C
MCP 51.2 45.0 58.9 44.8
ZS-SC 59.2 57.2 72.5 51.5
ASMR-A - top1 61.3 53.6 67.4 47.5
ASMR-A - top3 58.9 59.7 70.7 49.5

Table 4: Accuracy (%) for ASMR-A on commonsense rea-
soning tasks. The best scores are boldfaced.

cally proven to be effective and crucial step to enable full
potential of LLM’s commonsense reasoning ability.

Response Analysis. We further analyze the response out-
puts from the LLM for each dataset and method, as depicted
in Table 9 in Appendix. One of the success yet challeng-
ing examples by ASMR-C but a failure for MCP on CSQA
dataset has the question prompt being: “Why are dogs of-
ten known as man’s best friend?”. ASMR-C successfully
answers with the correct keywords, i.e. “loyal” for most
if not all of the decoding strategies, however, MCP fails
and instead chooses the incorrect choice “friendly”. Three
of the answers provided, i.e. friendly, very loyal, and very
smart seem to be plausible and highly probable answers.
Nonetheless, the well-known and unique characteristics of
dog is being very loyal to human, which means it requires
commonsense knowledge to answer the question correctly.
From this example, it is shown that LLMs have the common-
sense ability unlocked when performing open-ended ques-
tion, whereas it tends to generate incorrect answer when re-
stricted by certain pre-defined choices.

Model-Agnostic Property. To ensure that ASMR pro-
duces consistent performance across other LLMs, we con-
ducted experiments using Mistral on two representative
datasets: CSQA and ARC-E. As shown in Table 5, for
CSQA task, ASMR outperforms MCP by 13.6%. For ARC-
E task, ASMR outperforms MCP by 4.1%. Hence, it is evi-
dent that ASMR can be practically applied on different large
language models.

Ablation Study. We conduct ablation study to further
demonstrate the effectiveness of each component of our
method.

Effect of Different Decoding Strategies. ASMR-C per-
formance is investigated using different decoding strategies
on step 1. We consider greedy search, beam search, temper-
ature sampling, and the aggregation of the three strategies.
For beam search, we set the number of beams to 10, and
for temperature sampling, we set number of sampling to 10

CSQA ARC-E
MCP 51.5 74.7

ASMR-C - top3 64.8 78.8
ASMR-A - top3 65.1 78.1

Table 5: Accuracy(%) for ASMR-C on commonsense rea-
soning tasks using Mistral as the LLM. The best scores are
boldfaced.

Strategy CSQA SIQA ARC-E ARC-C
Greedy search (G) 57.5 53.4 63.5 45.2
Beam search (B) 58.6 52.0 64.7 43.8
Tmp. sampling (S) 58.1 52.1 63.0 44.8
Aggregated (GBS) 61.3 53.6 67.4 47.5

Table 6: Top-1 Accuracy (%) on four commonsense reason-
ing tasks using ASMR-C. The best scores are boldfaced.

with the temperature equals to 1.0. The number of sampling
in temperature sampling of the aggregated strategies is set
to 1. We measure the effect by calculating the top-1 accu-
racy, which is the proportion of instances that the selected
answer matches the answer key. The results are presented in
Table 6. The results show that by aggregating the responses
from three decoding strategies, it outperforms those three
individual strategies. Compared to temperature scaling, the
computation overhead of the aggregation is very small, i.e. 3
forward passes in contrast to k passes in the individual tem-
perature sampling, while the observed performance increase
is up to 2.7%.

Effect of the Number of Selected Answer Choices.
We compare the number of selected answer choices using
ASMR-C by using three strategies. The first is to retrieve
the most likely (top-1) answer choice, which has the highest
similarity score, as the final answer. For this method, the top-
k accuracy equals the final accuracy. The second is to obtain
the choices whose similarity score is higher than the average
similarity score of all choices. The third is to retrieve top-3
choices measured by similarity scores.

We calculate the top-k accuracy as the proportion of in-
stances which the selected choices contain the correct an-
swer, and calculate the final accuracy after step 5 using
ASMR. The results are presented in Table 7. Our finding
indicates that the higher the top-k accuracy, the higher the fi-
nal accuracy, except for CommonsenseQA. Overall, retriev-
ing the top-3 filtered answer choices leads to the highest
accuracy, consequently enhancing ASMR’s performance in
multiple-choice commonsense reasoning tasks.

Effect of ASMR with Self-Consistency. We compare the
performance of step 5 in ASMR using greedy-search de-
coding strategy versus Self-Consistency (temperature sam-
pling). We utilize ASMR-C to retrieve top-3 likely choices
and instruct LLM to generate the final answer. This experi-
ment is performed to test the efficacy and orthogonal com-
patibility of ASMR with other existing work. The results
show that ASMR with ZS-SC generally outperforms ZS-SC
alone, as depicted in Table 8.



CSQA SIQA ARC-E ARC-C
Top-k Acc Acc Top-k Acc Acc Top-k Acc Acc Top-k Acc Acc

top 1 60.9 60.9 52.7 52.7 64.9 64.9 45.2 45.2
>avg 83.9 58.1 67.7 56.2 80.4 70.8 66.6 48.2
top 3 89.6 58.6 N/A 60.3 91.1 72.6 81.3 53.8

Table 7: Top-k accuracy (%) of the selected answer choices and the final answer accuracy (%) using ASMR-C on four com-
monsense reasoning tasks. The best scores are boldfaced.

ZS-SC ASMR-C - top3 + ZS-SC
CSQA 59.2 62.1
SIQA 57.2 57.1

ARC-E 72.5 73.7
ARC-C 51.5 52.8

Table 8: Accuracy (%) comparison on four commonsense
reasoning tasks. The best scores are boldfaced. The results
show that ASMR with ZS-SC in general outperforms ZS-SC
alone.

Conclusions
In this work, we introduced ASMR, a model-agnostic
choice-retrieval process for multiple-choice questions on
commonsense reasoning tasks, where the Large Language
Model (LLM) first generate a set of preliminary possible
answers on open-ended questions. Based on these prelimi-
nary answers, top-k likely choices measured by the similar-
ity scores are selected. We prompt the LLM with the ques-
tion once again with the filtered choices. Eventually, the final
answer choice is extracted.

ASMR using concatenation method achieves state-of-the-
art performance on challenging datasets such as CSQA,
SIQA, ARC-Easy, and ARC-Challenge. The peak perfor-
mance is observed on SIQA with +15.3% accuracy im-
provement over previous SOTA method. The main results,
along with the ablation studies, demonstrates the efficacy
of ASMR, where using open-ended question to prompt the
LLM is crucial to unlock its underpinning commonsense
reasoning ability.

Future directions include experimenting using various
prompt templates for the question prompts and evaluating
those prompts on different datasets and models. Further in-
vestigation on the commonsense reasoning ability could be
performed, especially on the future open-source LLMs that
clearly mention or release their pre-training data sources.



Appendix
A.1 ASMR Case Study for Each Dataset

Dataset Question and Choice MCP ASMR-C

CSQA

Why are dogs often known as man’s best friend?
A. aggressive
B. friendly
C. very loyal
D. found outside
E. very smart

Correct answer: C

B

Greedy:
Dogs loyal, loving, and loyal

Beam search:
Dogs are loyal and loving

Temp. sampling:
Loyal companionship and affection

Extracted final answer: C

SIQA

Alex called my parents to inform them that I
was safe at their house.
How would you describe Alex?
A. a close friend of mine
B. relieved
C. happy

Correct answer: A

B

Greedy:
Caring friend

Beam search:
Concerned friend

Temp. sampling:
Concerned friend

Extracted final answer: A

ARC-E

Which type of graph would best display the
changes in temperature over a 24 hour period?
A. line graph
B. pictograph
C. circle (pie) graph
D. stem-and-leaf graph

Correct answer: A

D

Greedy:
A line graph would best display
temperature changes

Beam search:
Line graph

Temp. sampling:
A line graph

Extracted final answer: A

ARC-C

About how long does it take for the Moon to
complete one revolution around Earth?
A. 7 days
B. 30 days
C. 90 days
D. 365 days

Correct answer: B

C

Greedy:
Moon completes revolution in 27.3 days

Beam search:
Moon takes 27.3 days to orbit Earth

Temp. sampling:
The Moon takes 27.3 days to orbit Earth

Extracted final answer: B

Table 9: Example of the response output from the LLM (using Llama 2) for each method and dataset
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