
Empowering Large Language Models in Hybrid Intelligence Systems
through Data-Centric Process Models

Carsten Maletzki1, Eric Rietzke1,2 , Ralph Bergmann1,3

1German Research Center for Artificial Intelligence (DFKI),
Branch University of Trier, Behringstraße 21, 54296 Trier, Germany

2LiveReader GmbH, Zur Imweiler Wies 3, 66649 Oberthal, Germany
3Artificial Intelligence and Intelligent Information Systems,
University of Trier, Behringstraße 21, 54296 Trier, Germany

Carsten.Maletzki@dfki.de

Abstract

Hybrid intelligence systems aim to leverage synergies in
closely collaborating teams of humans and artificial intel-
ligence (AI). To guide the realization of such teams, re-
cent research proposed design patterns that capture role-
based knowledge on human-AI collaborations. Building on
these patterns requires hybrid intelligence systems to provide
mechanisms that orchestrate human and AI contributions ac-
cordingly. So far, it is unclear if such mechanisms can be pro-
vided based on shared representations of the required knowl-
edge. In this regard, we expect ontology-based data-centric
process modeling to be a promising direction for hybrid intel-
ligence systems that aim to support knowledge-intensive pro-
cesses (KiPs). We illustrate this through exemplary process
models (realized with our ontology- and data-driven business
process model – ODD-BP) that reflect the team design pat-
terns for hybrid intelligence systems. We point out that rely-
ing on such process models enables multiple actors to fulfill
roles jointly and allows them to address individual shortcom-
ings. This is examined by discussing integrating large lan-
guage models (LLMs) into the process models and describ-
ing how complementary AI actors could help to empower
LLMs to fulfill their role in human-AI collaboration more
comprehensively. Future work will extend the provided con-
cepts while their evaluation initially focuses on the KiP of
medical emergency call handling.

Introduction
Advances in artificial intelligence (AI) recently sparked
much discussion about how its capabilities can be inte-
grated into our day-to-day lives. Hybrid intelligence ap-
proaches this challenge by aiming to join humans and AI
as teammates that leverage synergies, improve from mutual
learning, reach sophisticated goals, and act responsibly con-
cerning ethical, legal, and social implications (Akata et al.
2020; Dellermann et al. 2019a). To guide the realization of
this vision, recent research proposed team design patterns
that could find various applications in cognitive work (van
Diggelen and Johnson 2019; van Zoelen et al. 2023). In the
area of business process management, such work is an inte-
gral part of so-called knowledge-intensive processes (KiPs),
which are typically executed by workers who primarily fo-
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cus on creating, sharing, and applying knowledge (Daven-
port 2005; Di Ciccio, Marrella, and Russo 2015; Vaculı́n
et al. 2011). Such knowledge workers are estimated to make
up a significant proportion of modern workforces, with vivid
examples to be found in the roles of managers, researchers,
or doctors (Davenport 2005; Di Ciccio, Marrella, and Russo
2015).

To effectively leverage synergies in human-AI teams, it
seems crucial to ground collaborations on clearly defined
responsibilities. The team design patterns for hybrid intelli-
gence systems approach this by capturing role-based knowl-
edge on each teammate’s obligations when taking on tasks
collaboratively (van Zoelen et al. 2023). Ensuring compli-
ance with these roles can be a fundamental requirement for
hybrid intelligence systems. In this context, the orchestra-
tion of individual contributions is typically delegated to a
collaboration mechanism (Hemmer et al. 2021). So far, lim-
ited research has addressed how such mechanisms can be
provided to realize the team design pattern for hybrid intel-
ligence systems.

We argue that data-centric process modeling (Rietzke
et al. 2021; Vaculı́n et al. 2011) could be a promising ap-
proach to realize role-based collaboration mechanisms to
support KiPs. In this context, required knowledge is ex-
pressed through a network of data flows between tasks with
assigned actors responsible for execution. Since roles in
KiPs can have extensive requirements that a single actor
might not be able to meet on their own, multiple actors
should be allowed to fulfill roles jointly. To this end, we
expect that an actor’s shortcomings in their role could be
addressed by incorporating complementary contributions by
other actors into the process model. Throughout this work,
we elaborate on the mentioned aspects by providing exem-
plary process models based on our ontology- and data-driven
business process model (ODD-BP). When discussing how
multiple actors can jointly fulfill roles, we will use the ex-
ample of large language models (LLMs). Our work con-
tributes to current research on hybrid intelligence systems,
especially towards applying the team design patterns in KiPs
while focusing on LLMs.

In the following sections, we will first elaborate on the
fundamentals of hybrid intelligence systems, KiPs, and data-
centric process modeling. Afterward, we will briefly intro-
duce the team design patterns for hybrid intelligence sys-
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tems and ODD-BP. Then, we will provide exemplary pro-
cess models to implement the team design patterns with
ODD-BP and use the example of LLMs to illustrate how
multiple AI actors can be combined to fulfill individual roles
in human-AI collaboration more comprehensively. We will
close this paper with a summary and an outlook on our fu-
ture work to expand, implement, and evaluate our approach.

Foundations
Over the recent years, providing human-centric tools that
harness AI’s increasingly powerful capabilities has become
a central point of discussion. Hybrid intelligence systems fo-
cus on harnessing AI to augment human intellect and capa-
bilities while avoiding a general substitution (Akata et al.
2020). The overarching rationale in this context is that hu-
mans and AI feature complementary skills whose combina-
tion inhibits promising synergies (van der Aalst 2021; Akata
et al. 2020; Dellermann et al. 2019b). The emerging level
of competencies then yields what is witnessed as hybrid in-
telligence: The ability of humans and AI to achieve sophis-
ticated goals that are out of reach for either humans or AI
alone (Akata et al. 2020; Dellermann et al. 2019a). To this
end, humans and AI are envisioned to form closely collabo-
rating teams to which they contribute individual skills, learn
from shared experiences, and improve over time (Akata et al.
2020; Dellermann et al. 2019a). While humans contribute
skills like creativity, empathy, flexibility, and common sense,
AI, in contrast, provides its fast, scalable, and consistent an-
alytical capabilities (van der Aalst 2021; Dellermann et al.
2019b). To orchestrate the confluence of these capabilities,
hybrid intelligence systems typically rely on collaboration
mechanisms that enable task-oriented teamwork (Hemmer
et al. 2021). To some extent, the requirements for collabo-
ration mechanisms can be derived from a disparate body of
work, among which the team design patterns from van Zoe-
len et al. can be found (van Zoelen et al. 2023). A pattern
generally describes a generic solution for a recurring prob-
lem that can be adapted and combined to solve specific is-
sues (Alexander et al. 1977). In this context, the team design
patterns for hybrid intelligence systems address the issue of
orchestrating human-AI teams and propose a set of roles that
impose actors with specific responsibilities when collaborat-
ing (van Zoelen et al. 2023). To this end, the knowledge cap-
tured by the team design patterns about collaboration is con-
sidered common sense (van Diggelen and Johnson 2019).
Consequently, collaboration mechanisms must empower hu-
man and AI actors with common sense knowledge that al-
lows them to take on defined roles and contribute accord-
ingly. To our knowledge, the team design patterns for hybrid
intelligence systems have only selectively been considered
so far (e.g., (Gouvêa et al. 2023)), while building on shared
representations to orchestrate human-AI collaborations has
not yet been discussed.

The general approach of describing human-AI collabo-
ration based on patterns can be traced back to van Digge-
len and Johnson, who addressed collaborations in physical
and cognitive work (van Diggelen and Johnson 2019). In
this context, KiPs provide application scenarios that pre-
dominantly focus on cognitive work. KiPs are data-centric

business processes that typically show a strong dependency
on the knowledge provided by participants to perform in-
terconnected decision-making tasks (Vaculı́n et al. 2011).
For example, the KiP of medical emergency call handling
is essentially described as an iterative procedure where hu-
mans derive decisions from mental pictures that originate
from knowledge-based assessments of available information
(Møller et al. 2021). KiPs can be identified in manifold do-
mains while they typically tend towards unpredictable and
emergent executions, which requires flexible support (Dav-
enport 2005; Di Ciccio, Marrella, and Russo 2015).

Data-centric process modeling can be used to achieve
flexible process-oriented support for KiPs (Rietzke et al.
2021). Compared to widely known control-flow oriented ap-
proaches, like BPMN1, tasks in data-centric process mod-
els are described based on their data instead of sequential
requirements. Data requirements are typically represented
through input and output relations between tasks and data
elements. Various approaches consider such data elements
as part of artifacts that are generated, processed, and possi-
bly archived throughout their lifetime (e.g., (Cohn and Hull
2009)). Since tasks in data-centric process models get exe-
cutable when their input data elements are available, they
enable flexible process executions driven by known data
instead of a specific order of tasks (Rietzke, Bergmann,
and Kuhn 2018). Data-centric process models can also be
modeled based on semantics defined by ontologies, which
aims to reduce semantic inaccuracies (Thomas and Fellmann
2009; Rietzke et al. 2021). In that case, semantically mod-
eled processes can also be structurally adapted through au-
tomatic process planning (Heinrich et al. 2008). Regarding
KiPs, this allows them to cope with evolving process execu-
tions more extensively.

Team Design Patterns for
Hybrid Intelligence Systems

This section introduces the team design patterns for hybrid
intelligence systems (van Zoelen et al. 2023). They consist
of three patterns for human-AI collaboration that describe
distinct ways of division of labor towards shared goals and
role-based communication obligations. The patterns were
derived from workshops between technical and domain ex-
perts that discussed human-AI collaboration in emergency
response, autonomous animal wildlife monitoring, assem-
bly/maintenance processes, and personalized care.

1. AI Advisor and Human Performer
The AI Advisor and Human Performer pattern, depicted
in figure 1, directs the leading authority to humans. At
the same time, the AI actor aims to recommend appro-
priate options to guide human actions. Therefore, AI has
to utilize its analytical capabilities (0) to provide a human
actor with appropriate options (1). The human actor then
has to assess the options and choose the most suitable (2).
After the decision, the human corresponds with feedback
on the helpfulness of provided options (3), which, in turn,
the AI uses to improve its performance over time.

1https://www.omg.org/spec/BPMN



Figure 1: AI Advisor and Human Performer Pattern. Based
on (van Zoelen et al. 2023)

2. AI Performer and Human Assistant
The AI Performer and Human Assistant pattern (figure 2)
gives an AI actor full autonomy when performing a task
and making decisions (0) and only if the AI actor encoun-
ters a limitation (1) requires it to interact with humans by
requesting assistance (2). With their diverse skills, hu-
mans interpret the situation to perform the task for assis-
tance (3) and then return responsibilities (4).

Figure 2: AI Performer and Human Assistant Pattern. Based
on (van Zoelen et al. 2023)

3. AI Performer and Human Validator
The AI Performer and Human Validator pattern (figure
3) also allows an AI actor to perform a task and make
decisions autonomously (0). Still, the AI actor must stay
within the guardrails of human supervision. To this end,
AI must communicate relevant information about its ac-
tions to human supervisors (1) who perform a validation
(2). If humans identify the need for an intervention, they
respond with corresponding feedback (3).

Figure 3: AI Performer and Human Validator Pattern. Based
on (van Zoelen et al. 2023)

ODD-BP – Ontology and Data-Driven
Business Process Model

ODD-BP is an approach to data-centric process modeling
designed to address the needs of KiPs in terms of flexi-
bility and was further motivated by fostering the division
of labor between humans and AI (Rietzke, Bergmann, and

Kuhn 2019). Applying ODD-BP leads to a unified seman-
tic knowledge base that enables an organization to manage
its processes, data, and actors holistically. To this end, the
ODD-BP metamodel (figure 4) fundamentally divides tasks
into user tasks and system tasks. While user tasks have to
be performed manually by human actors, system tasks are
executed automatically by calling the respective AI actor.
The data-centric perspective on process models in ODD-BP
results from linking these tasks to data elements that either
mark their prerequisites for execution or the resulting out-
put (input: required by; output: delivers). Data elements in
this context can be represented through dataobjects and at-
tributes. Dataobjects describe entities whose attributes are
processed by tasks. To add precise semantics to these data
elements that can be understood by humans and AI equally,
they are declared as instances of domain-specific classes in
an ontology. By following this approach, unambiguous de-
scriptions are possible, for example, describing that a person
(represented by a dataobject) has a name (stored as a value
of the respective attribute).

Figure 4: Excerpt of the ODD-BP Metamodel. Based on (Ri-
etzke et al. 2021)

Modeling Team Design Patterns with ODD-BP
This section provides exemplary process models to realize
the team design patterns for hybrid intelligence systems with
ODD-BP. It also discusses integrating LLMs into the process
models and points out that LLMs elicit shortcomings that
could prevent them from solely fulfilling roles in human-AI
collaboration for KiPs. However, these shortcomings could
be addressed by integrating complementary AI actors into
the process models.

AI Advisor and Human Performer
The team design pattern AI Advisor and Human Performer
empowers an AI actor to provide decision-making options to
a human actor. Conversely, it enables a human to decide on
this basis and provide feedback on the options’ quality. The



ODD-BP process model shown in figure 5 realizes this pat-
tern. To benefit the clarity of provided visualizations, all fig-
ures in this section only depict tasks and attributes – the vi-
sualization of corresponding dataobjects and values is omit-
ted. Further, labels of connecting arrows are omitted, as the
direction of the arrow already implies the type used. The
exemplary process model shown in figure 5 utilizes a sys-
tem task to integrate an AI actor responsible for analyzing
available process data (represented by a single symbolic at-
tribute) and deriving a set of decision-making options. While
the process data is modeled as input of this task, resulting
decision options are its output. To enable a human actor to
consider identified options during decision-making, they are
further set as input for a corresponding user task. In this con-
text, a human actor is also granted access to the process data
that led to the decision options. This access might also be ex-
tended to a broader range of process data to consider during
decision-making. This should enable human actors to iden-
tify responsible actions by carefully weighing available al-
ternatives.

Suppose the human actor identifies a given option suit-
able for the current situation. In that case, this option is re-
turned as a decision output of the user task. Further output of
this user task can be human feedback on the options’ qual-
ity, which lays the foundation to improve the AI actor. As
a foundation for learning from feedback, the process model
contains a system task that initiates a training procedure that
revises the model used by the AI actor to generate decision
options. To this end, provided options, feedback, and the un-
derlying process data are set as input for this task.

LLMs could provide versatile decision support for KiPs

Figure 5: Exemplary Process Model to Realize the AI Advi-
sor and Human Performer Pattern

in typical downstream tasks that involve decision-making
based on natural language text (e.g., sentiment analysis). To
this end, figure 6 shows an integration of an LLM into the
exemplary process model from figure 5. To learn from feed-
back, an LLM could either be retrained entirely, fine-tuned,
or approached with an altered prompt, which is called in-
context learning (Brown et al. 2020). One way to effectively
realize in-context learning is few-shot prompting (Brown
et al. 2020). Few-shot prompting enables LLMs to learn
with significantly lower training examples than completely
retraining or fine-tuning a model (Brown et al. 2020). To
this end, few-shot prompting only requires adding a set of
training examples to a prompt that illustrates how to solve a
given type of task. At the same time, various example selec-
tion strategies (e.g., random or similarity-based) can be ap-
plied to influence the LLMs performance (Brown et al. 2020;
Liu et al. 2022). A prerequisite to enabling few-shot ap-
proaches in ODD-BP process models is that feedback from
human actors in different situations can be composed into
assessable training sets. Since ODD-BP manages processes
in a uniform semantic knowledge base, every decision op-
tion and feedback can be queried with a query language like
SPARQL2 (Rietzke et al. 2021). To this end, figure 6 depicts
a system task that performs the required query to compose
the training set from which it selects few-shot examples. In

2https://www.w3.org/TR/sparql11-query/

Figure 6: Integration of an LLM and Few-shot Prompting



this context, the system task implements the appropriate se-
lection strategy concerning the type of analysis task to solve.
If the selection strategy is similarity-based, this task requires
access to the process data to be analyzed by the LLM and
for which suitable examples are to be found. Note that pro-
vided decision options and feedback are not defined as input
of the example selection task, as they are not available at
the time of example selection and, therefore, would prevent
an execution. Identified few-shot examples are subsequently
passed to the system task that integrates the LLM to analyze
the process data. In this context, the few-shot examples are
added to the prompt before calling the LLM.

AI Performer and Human Assistant
In ODD-BP process models, AI actors can be integrated to
support KiPs by analyzing input data and deriving required
outputs. In this respect, AI actors may fail to provide the
required outputs. Possible reasons for this can be that AI
actors lack skills or that the quality of available data does
not suffice to derive outputs. The AI Performer and Human
Assistant pattern addresses such limitations by referring to
humans and asking them to close such gaps. In doing so,
an AI actor transfers its authority to decide to a human ac-
tor. Figure 7 shows an exemplary process model to realize
the AI Performer and Human Assistant pattern. In this con-
text, it orchestrates the human-AI collaboration and the han-
dover of responsibilities by incorporating a system task to
analyze process data and output a decision or identified lim-
itation. A limitation triggers a user task that asks a human
actor to assist by assessing available process data and de-
rive a suitable decision instead. To this end, the assistance
user task might take different process data as input than the
original system task. This can be reasonable if, for exam-
ple, the model of the AI actor was built to assess specific
data that suffices for decision-making in most cases. In con-

Figure 7: Exemplary Process Model to Realize the AI Per-
former and Human Assistant Pattern

trast, isolated cases might be more complex and require ex-
tensive individual treatment. This can be portrayed by con-
sidering integrating an LLM into the process model, which
we primarily expect to support KiPs in processing natural
language text. If decisions cannot be derived from avail-
able text, it may be because the text lacks adequate infor-
mation or the LLM lacks the required skills. Either way, if
the LLM identifies a limit, the exemplary process model to
realize the AI Performer and Human Assistant pattern helps
to activate a human actor for assistance. This human actor
might then consider further data for which the LLM’s un-
derlying method might not be ideal. Although a human ac-
tor might be able to assist the LLM, it would be preferable
if the system would learn from observing human problem-
solving. In this context, case-based reasoning (CBR, e.g.,
(Aamodt and Plaza 1994; Bergmann et al. 2021)) could help
to solve cases based on occasional human assistance while
further being able to consider a broad spectrum of data types.
Fundamental to CBR is a collection of recorded cases and
their respective solutions (so-called case base). To identify
a solution for a current situation, CBR initially determines
the extent to which a current situation is similar to recorded
cases. Afterward, a solution to the current situation is de-
rived from a known solution to a similar situation. Figure 8
shows how CBR could augment LLMs by incorporating a
system task triggered by a limitation report. Similar to the
previous exemplary process model for implementing few-
shot prompting, this system task relies on a query to collect
process data. In this context, the query retrieves recent cases

Figure 8: Integration of an LLM Augmented with Case-
based Reasoning



and their respective solutions. Based on a similarity calcula-
tion to currently available process data, a decision is derived
and returned as an output of the system task. Consequently,
this can substitute human interventions in situations similar
to those already solved.

AI Performer and Human Validator
The AI Performer and Human Validator pattern puts AI con-
tributions under human supervision while considering hu-
man feedback to improve over time. Figure 9 illustrates how
an ODD-BP process model can represent this pattern. Sim-
ilar to the previously provided process models, it incorpo-
rates a system task integrating an AI actor to analyze rele-
vant process data as a foundation for autonomous decision-
making. The decision made in this context is the input of a
user task requiring a human actor to validate the AI’s deci-
sion. In this context, the human is granted access to process
data relevant to evaluate the decision’s correctness. The out-
put of this user task represents the validation result, possi-
bly correcting the AI actor’s prior result. A system task is
integrated for initiating a model training to learn from this
feedback, similar to the exemplary process model to realize
the AI Advisor and Human Performer pattern. As a foun-
dation for this training procedure, this task is provided with
relevant process data and the validation results.

To facilitate human validations, the AI Performer and Hu-
man Validator pattern specifies that AI should provide hu-
mans with appropriate information (van Zoelen et al. 2023).
Suppose an LLM is integrated into the process model. In that
case, decisions may be affected by so-called hallucinations.
These can be plausible but not necessarily correct results that

Figure 9: Exemplary Process Model to Realize the AI Per-
former and Human Validator Pattern

can deviate from established world knowledge (Zhang et al.
2023; Lenat and Marcus 2023). To facilitate human valida-
tions, it would be helpful if questionable results were rec-
ognized automatically in advance and marked accordingly.
In this context, Lenat and Marcus consider combining logic-
based AI with LLMs to identify LLM-generated results that
have no logical underpinning (Lenat and Marcus 2023).
Figure 10 provides the fundament for such approaches by
adding a system task that integrates a pre-validation of an
LLM’s decision in the context of currently available process
data. Since the validation user task takes the output of this
task as input, a human can incorporate this additional infor-
mation during validation.

Figure 10: Integration of an LLM and a Logic-based Pre-
Validation

Conclusion
This paper has shown that the team design patterns for hy-
brid intelligence systems can be realized with ODD-BP,
resulting in shared representations of the required knowl-
edge to orchestrate human-AI collaborations. Through ex-
emplary integrations of LLMs in such data-centric process
models, we have illustrated that the weaknesses of an AI
actor regarding its role in human-AI collaboration could be
addressed by integrating further complementary AI actors.
Here, integrated AI actors might help LLMs adapt to feed-
back effectively, overcome limitations, and provide addi-
tional information to facilitate human supervision. To this



end, integrated AI actors provide domain and common-sense
knowledge that empowers the LLM to more extensively ful-
fill the roles defined by the team design patterns.

Limitations and Future Work
This work aimed to indicate whether ontology-based data-
centric process modeling (using the example of ODD-BP)
can serve as a basis to realize human-AI collaborations in
KiPs as envisioned by the team design patterns for hybrid
intelligence. Since the proposed process models were not
implemented and evaluated, the results are limited in their
significance. Future work will address this limitation by im-
plementing exemplary process models for various use cases.
For this purpose, we plan to build on our tool Notitia3,
whereby, as a first application scenario, we will focus on
emergency call handling and progress as recently described
(Maletzki, Elsenbast, and Reuter-Oppermann 2024). Since
this work solely regarded exemplary integrations of LLMs,
it is still unclear to what extent augmentations of other meth-
ods can be realized and whether this could be used to expand
the team design patterns. Future work will address this gap
and investigate the extent to which overarching patterns that
are suitable for reuse can be identified.
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