
Faithful Reasoning over Scientific Claims
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Abstract

Claim verification in scientific domains requires models that
faithfully incorporate relevant knowledge from the ever-
growing, vast existing literature. Unfaithful claim verifica-
tions can lead to misinformation such as those observed dur-
ing the COVID-19 pandemic. Fact-checking systems often
fail to capture the complex relationship between claims and
evidence, especially with ambiguous claims and implicit as-
sumptions. Relying only on current LLMs poses challenges
due to hallucinations and information traceability issues. To
address these challenges, our approach considers multiple
viewpoints onto the scientific literature, enabling the assess-
ment of contradictory arguments and implicit assumptions.
Our proposed inference method adds faithful reasoning to
large language models by distilling information from diverse,
relevant scientific abstracts. This method provides a verdict
label that can be weighted by the reputation of the scientific
articles and an explanation that can be traced back to sources.
Our findings demonstrate that humans not only perceive our
explanation to be significantly superior to the off-the-shelf
model, but they also evaluate it as faithfully enabling the trac-
ing of evidence back to its original sources.

Introduction
The vast amount of published research (including papers,
studies, and data available) poses a challenge for experts
and the public in staying abreast of the latest research ad-
vancements (Knoth et al. 2023). In particular, differentiat-
ing trustworthy sources from lesser sources, interpreting ev-
idence by considering the context and assumptions across
multiple documents, and synthesizing these assumptions to
arrive at a conclusion are difficult tasks even for expert hu-
mans. This difficulty can create opportunities for distortion
within the scientific field such as experienced with COVID-
19 (Loomba et al. 2021). In order to ensure reliable verifi-
cation of claims, scientists and the public alike must delve
into the contextual nuances of claims and uncover specific
assumptions, taking into account the latest advances in their
respective fields. Consequently, ensuring reliable decision-
making in the realm of science becomes a formidable task,
creating an opportunity for effective methods for claim veri-
fication that can alleviate the burden on experts and facilitate
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Figure 1: Through multiple stages, our framework enables
faithful reasoning over scientific claims by providing a trace-
able provenance from global explanations to evidence ab-
stracts.

accurate and timely analysis of scientific claims against the
relevant literature.

This increasing need for trustworthy and accurate claim
verification motivates the development of new methods that
can enhance the contextual-understanding abilities of exist-
ing tools, such as Large Language Models (LLMs), by in-
corporating relevant knowledge from the existing literature.
Relying solely on LLMs, even those with a substantial num-
ber of parameters and capabilities like GPT, presents a chal-
lenge due to the hallucination problem (Alkaissi and McFar-
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lane 2023), which hampers the ability to trace the origins of
information (Weidinger et al. 2021), (Ray 2023). This re-
quirement is especially critical in scientific domains such
as evidence-based medicine, where making decisions about
patient care and outcomes relies on the utilization of up-to-
date knowledge (Zakka et al. 2023; Alkaissi and McFarlane
2023).

As articulated by various researchers (e.g. (Sarrouti et al.
2021), (Wadden et al. 2020a)), scientific claim verification is
aimed at facilitating the determination of the truth of scien-
tific statements through an examination of a corpus of schol-
arly literature. The number of collections of documents that
current fact-checking systems verify claims against is usu-
ally small (Tan et al. 2023a), and the limited label sets (such
as “support” and “refute”) may not be sufficient for deter-
mining the relationship between a claim and its evidence.
This is particularly true for claims that contain ambiguous
elements, such as “Incidence rates of cervical cancer have
increased over time.” which is taken from the SciFact dataset
(Wadden et al. 2020a). In fact, this rate is increasing in some
countries and while decreasing in others. In this case, it is
unclear which population, time frame, or type of cervical
cancer the claim is referring to, so the answer is uncertain.
Labeling this claim as supported or refuted means ignoring
all of these implicit assumptions, which can be critical for
the assessment of the claim since these implicit assumptions
can change the verdict of the claim. In other words, two as-
pects missing from prior work on evidence synthesis, includ-
ing tasks like fact-checking, are: (1) does not explicitly ex-
amine assumptions, and (2) does not attempt to synthesise
a global explanation as a compact and rich explanation of a
claim with respect to the multiple perspectives in the litera-
ture.

Within the medical domain, there are numerous examples
that require a careful analysis of the nuances in claims by
experts. For example, there are over 50 nutrients that have
been analysed in the literature for their carcinogenic prop-
erties, and while some studies may suggest that certain nu-
trients are carcinogens, others indicate that they can actually
aid in the prevention of specific types of cancer (Schoenfeld
and Ioannidis 2013).

To effectively address the complexities inherent in such
cases, it is crucial to develop accessible, transparent, and ex-
plainable methods that incorporate external knowledge. Tak-
ing into account the metadata associated with publications,
such as citation numbers and journal impact factors, can in-
troduce biases based on consensus-driven publications with
higher impact. By leveraging this information, we can mit-
igate the issue of hallucination and enhance the capabilities
of existing language models, thereby enabling us to make
more informed and accurate decisions biased by reliable
sources.

The primary objective of this paper is to introduce a novel
method that facilitates the clarification of scientific claims
by incorporating multiple viewpoints from published scien-
tific literature. This method involves reasoning over these
diverse viewpoints while considering their metadata, includ-
ing impact factor and citation count. Instead of merely clas-
sifying claims as true or false based on a closed-domain set-

ting, our approach allows for the inclusion of “contradic-
tory” arguments from scientific papers that stem from dif-
ferent assumptions and perspectives. Our method provides
an explanation of the input statement that reflects reason-
ing based on multiple viewpoints derived from many scien-
tific articles. By considering different perspectives, guided
by the literature, we contribute to a more comprehensive un-
derstanding of complex topics. In summary, the key contri-
butions of our work can be summarized as follows:
• We demonstrate the capability of systematically ground-

ing LLMs with retrieved abstracts to uncover the under-
lying assumptions associated with a scientific claim.

• We introduce an inference method that effectively ac-
counts for the underlying assumptions in papers. This
method incorporates: (i) Global explanations that en-
compass reasoning elements from various viewpoints,
guided by scientific articles. Each sentence in the ex-
planation can be traced back to its source in the origi-
nal abstract. (ii) Global inference labels, which combine
language model inference with metadata measures such
as the impact factor of the journal and citation count of
the article.

Framework
The framework encompasses a cohesive integration of mul-
tiple essential components, as depicted in Figure 1 and more
detailed in Figure 2. In this section, we provide a detailed de-
scription of the framework and associated workflow. While
our methodology remains adaptable to any retrieval com-
ponent and language model, our current implementation in-
corporates a combination of Google Scholar 1 and Semantic
Scholar2 APIs to retrieve relevant document candidates. For
the model, we used the gpt-3.5-turbo3 language model for
generation. For all the generation and inference sub-tasks,
we have employed instruction prompt approaches. In the re-
maining part of this section, we will present descriptions of
these sub-tasks.

Claim Opposition and Retrieval
The primary objective of the first step is to enhance
the retrieval process by incorporating more comprehensive
sources. (Step 1 and Step 2 in Figure 2). This is achieved
by considering arguments for and against the claim. A cru-
cial component in this process is the abstract retriever, which
plays a pivotal role in retrieving relevant information. It
takes into account a given statement and its opposite to re-
trieve multiple scientific article abstracts. The quantity of ab-
stracts can be specified using a user-specified parameter.

To illustrate the effectiveness of this approach, consider
again the statement, “Incidence rates of cervical cancer
have increased over time.” Using an instruction learning ap-
proach, we can derive the opposite meaning as “Incidence
rates of cervical cancer have decreased over time.” By using
both of these statements as queries in the retrieval system,

1https://serpapi.com/google-scholar-api
2https://www.semanticscholar.org/product/api
3https://platform.openai.com/docs/models/gpt-3-5



Figure 2: Our framework has seven steps. In step 1 and 2, we retrieve relevant scientific abstracts for the claim and the anti-
claim. In Step 3, we generate claim-specific takeaways from these retrieved abstracts, and prune abstracts with weak takeaways.
Step 4 generates a local label and its explanation for each takeaway. In Step 5, local labels are aggregated and weighted based
on the label score and article reputation. In Step 6, a detailed summary of the local explanations with respect to the given claim
is generated, which we call the global explanation. Finally, in Step 7, we trace back each sentence in the global explanation to
sentences in the abstracts to show its attribution.

we can effectively retrieve candidate abstracts that closely
align with the original claim as well as its opposing view-
point.

For the retrieval activity (Step 2 in Figure 2), we lever-
age the titles obtained from the Google Scholar search en-
gine and match them with the Semantic Scholar database,
facilitating the retrieval of abstracts from the correspond-
ing articles. It is important to acknowledge that this retrieval
component does have limitations, which are explained in the
limitation section.

Takeaway Generation
Our objective in this task (Step 3 in the Figure 2) is to extract
claim-specific information from closely related documents.
The input consists of an abstract candidate retrieved from the
previous step and the original claim. We aim to achieve two
objectives. Firstly, we ensure the relevance of the abstract
candidate to the claim. Secondly, if the abstract candidate

is deemed relevant by the language model, we proceed to
extract the main message of the abstract from the perspective
of the claim.

For example, consider the statement “Incidence rates of
cervical cancer have increased over time.” The retrieved ar-
ticle candidate may contain information about various types
of cancer, not just cervical cancer. However, our focus is
specifically on information related to cervical cancer while
disregarding any other irrelevant details. We refer to this
main message as the takeaway. Thus, the output of this task
is a set of text summaries that contain the main message of
each abstract in terms of the claim, only if the abstract is
determined to be related to the original claim.

Local Explanation and Local Label
In this task (Step 4), our objective is to evaluate the claim
by utilizing the corresponding takeaway. We achieve this by
assigning a verdict label to the claim, known as a ‘local la-



Global Label Description
Generally supported Average score ≥ 0.66
Generally refuted Average score ≤ −0.66
Disputed but leaning towards refuted −0.66 < Average score < −0.33
Disputed but leaning towards supported 0.33 < Average score < 0.66
Generally controversial Otherwise

Table 1: Global labels and their descriptions.

bel’, based on the information presented in the takeaway.
Furthermore, we aim to express the rationale behind the as-
signed label, which we refer to as the local explanation for
the verdict.

To facilitate this process, we employ a 7-graded scientific
credibility labeling space inspired by fact-checking organi-
zations4 5. The label space includes the following categories:
True, Mostly True, Somewhat True, No Evidence, Some-
what False, Mostly False, and False. These labels help us
evaluate the veracity of the claim based on the information
extracted from the takeaway.

Unweighted and Weighted Label
In this step (Step 5), we assign scores to each local (ver-
dict) label using the following simple scale: True (1.0),
Mostly True (0.66), Somewhat True (0.33), No Evidence
(0.0), Somewhat False (-0.33), Mostly False (-0.66), and
False (-1.0). We refer to these as language model-assigned
scores since the labels are determined by the language model
itself during the labeling process.

Additionally, we calculate the reputation score by normal-
izing the average of three reputation metrics specific to each
claim: the citation count, the journal impact factor, and the
Scimago Journal Rank.

Using the local labels and reputation scores, we compute
the weighted global label score. This score considers both
the article’s reputation and the language model’s assessment
of the claim’s veracity, resulting in a balanced evaluation.
Based on this weighted average, we assign global labels,
which provide overall verdicts about a claim and are less
granular compared to local labels (see Table 1). We also cal-
culate an unweighted label, which only considers the aver-
age of the language model-assigned scores (local labels).

Global Explanation
The main output of our system is the global explanation
(Step 6), which serves as a comprehensive summary of the
local explanations, excluding cases where the local labels in-
dicate “No Evidence.” This process of generating the global
explanation plays a crucial role in uncovering implicit as-
sumptions within claims by assimilating information from a
variety of perspectives found in different literature sources.

To illustrate this, consider the example of cervical can-
cer. When examining the claim related to cervical cancer,
the global explanation provides a condensed yet informative
overview that encompasses a range of factors. These factors

4https://healthfeedback.org/process
5https://climatefeedback.org/process/

may include changing populations, geographic variations in
immunisation rates, and the specific types of cervical cancer
that have evolved over time. While these components might
not be explicitly evident in the initial claim itself, they are
explicitly stated in the global explanation, offering a com-
prehensive understanding of the topic–see the example ex-
planation shown in Step 5 of Figure 2.

By uncovering and incorporating these literature-
supported perspectives, the global explanation sheds light
on previously unexplored aspects of a claim, enhancing its
instructive nature. Furthermore, the global explanation may
contain critical information that directly impacts the assess-
ment of a claim’s veracity as the example in (Figure 2)
shows. Through this comprehensive approach, our system
aims to provide a holistic evaluation that goes beyond the
surface-level interpretation of claims.

Attribution
In this step (Step 6), we undertake an analysis of the expla-
nation, focusing primarily on identifying the relevant sup-
porting sentences that can be traced back to the pipeline’s
original article abstracts. This process involves transparently
tracing each sentence of the global explanation, reaching
back to the precise sentences in the source, and thus mak-
ing transparent the evidence used.

Our analysis in this step has two main objectives. Firstly,
we aim to determine whether a sentence in the global ex-
planation originates from hallucinations, false information,
or an interpretation that is not directly supported by any ab-
stract. Secondly, we seek to assess whether a sentence incor-
porates information obtained from multiple sources, indicat-
ing the possibility of composition or potential misrepresen-
tation.

Evaluation
Evaluation Setup
We conducted evaluations using human participants and au-
tomated methods to assess the quality of our generated ex-
planations and labels.

We compared our explanations with those generated by
GPT-3.5 with and without grounding retrieval component
(the absence and presence of retrieved relevant abstracts.) in
a prompt tuning setting and employed human evaluators to
determine which explanation offered a more informative and
in-depth understanding of the subject. Evaluators assessed
the level of detail and instructiveness provided by each ex-
planation, with the goal of identifying the explanation that
contributed to a deeper understanding of the claim.



We also focused on evaluating pipeline components,
specifically the attribution results of our explanations and
the accuracy of the global labels. Regarding the attribution
results, we aimed to assess whether the global explanation
accurately reflected the information presented in the arti-
cles. In terms of global label accuracy, we sought to evaluate
both weighted and unweighted labels, as well as the align-
ment between them based on the information provided in the
global explanation.

Dataset

Dataset Claims
Climate Burning fossil fuels are the main cause

of greenhouse gas emissions.
Climate Climate change is causing more ex-

treme weather events and sea level rise.
Covid Covid vaccine leads to infertility.
Covid Vaccines cause autism.
Myths Drinking green tea burns fat.
Myths Eating carrots can improve your eye-

sight.
Myths Using a cell phone may cause brain

cancer.
Nutrients Ice cream may cause sickness.
Nutrients Sausages may cause cancer.
SciFact Obesity is determined in part by genetic

factors.
SciFact Bariatric surgery has a deleterious im-

pact on mental health.

Table 2: Examples of Claims from Climate, Covid, Myths,
Nutrients, and SciFact Datasets

Existing datasets in the fact-checking literature primar-
ily focus on measuring verdict labels for claims, typically
with binary options of “supports” or “refutes.” However, we
aim to assess the capabilities of our method using a more
graduated set of claims (existing datasets typically exist as
synthetically generated claims). To achieve this, we created
a combination of diverse topics, including technical claims
from the biomedical domain, climate change-related claims,
COVID-19-related claims, nutrition-related claims, and gen-
eral myth-related claims.

In the biomedical domain, we utilized claims from the
SciFact dataset (Wadden et al. 2020a), which consists of
claims for which there are both supporting and refuting
arguments in the scientific literature. To gather nutrition-
related claims, we followed the nutrition guidelines outlined
in (Schoenfeld and Ioannidis 2013), which involved con-
ducting a comprehensive survey of the scientific literature on
nutrition and its relationship to cancer. For climate change
and COVID-19, we sourced data from various fact-checking
websites and forums. We also found that including the gpt-
3.5-turbo generated claims allowed us to incorporate real-
world queries and statements related to general myths, and
we included those claims as well.

Due to the high costs and time-consuming nature of anno-
tating scientific claims, we evaluated a total of 50 scientific

claims (please refer to Table 2 for some examples), ensuring
equal representation across the mentioned topics. On aver-
age, we retrieved 5.8 articles per claim, and the evaluators
annotated a total of 291 scientific articles relevant to these
50 claims6. Although the number of retrieved articles is an
adjustable parameter, we maintained a moderate value (5.8
average per claim) to keep the annotation process feasible.
To automate all the steps outlined in the methodology, we
developed a demo that generates evaluation samples. Each
claim in the dataset is evaluated by two evaluators, and the
results presented here are based on their agreed evaluation
(see details in Table ).

Results
Despite the fact that GPT-3.5 explanations do not provide
links to consistent, reliable sources, we evaluate how hu-
mans find them in terms of deep understanding of the subject
compared to our method. Figure 3 presents the results of this
question. For the attribution measurement, we followed the
approach of (Bohnet et al. 2022), which was originally de-
fined in (Rashkin et al. 2021). This approach allowed us to
assess the extent to which the explanation provided by our
system can be attributed to the source document in the con-
text of a given claim. We asked evaluators the following two
questions:
1. “Is all of the information in the global explanation inter-

pretable to you?”
2. “Do the sources support the target sentences in global

explanation?”

Datasets Explanation Attribution
Ours GPT-3.5 Ours GPT-3.5

Climate 80% 20% 80% -NA-
Covid 70% 30% 70% -NA-
Myths 80% 20% 90% -NA-

Nutrition 90% 10% 80% -NA-
Sci-fact 70% 30% 80% -NA-

Table 3: Across different domains, our global explanation is
preferred over GPT-3.5’s. Human evaluators also find 80%
of our global explanations correctly attributed to the ab-
stracts. X% means two annotators agreed on the explanation
and attribution question options for x out of 10 claims. For
example, out of 10 Covid claims, two annotators agreed on
the explanation options for 7 claims.

A sample is considered ’attributable’ if both of these ques-
tions are answered affirmatively. As in (Rashkin et al. 2021),
for the claims c1, c2, ..., cn, and our system g, we defined the
value of the function h(ci, g(ci), ri) to be 1 if the answer to
both questions above is affirmative for the evaluator ri, or 0
otherwise. The test accuracy is then defined as:

1

n

n∑
i=1

h(ci, g(ci), ri).

6All 50 claims and a demo sample for evaluation can be seen at
https://taneset.github.io/frosc.github.io/



Figure 3: Human judges find our global explanation richer
than an off-the-shelf LLM generated explanation.

We refer to this number as the attribution accuracy. We
obtained 80 percent of the test samples were found at-
tributable. Both explanation preferences and attribution re-
sults per dataset are represented in Table 3. The comparison
figures between the accuracy of weighted and unweighted
labels reveal that the weighted labels exhibit a 20% superi-
ority over the unweighted labels. To see the results for each
domain, refer to Figure 4. (in response to the question: “Ac-
cording to the global explanation, which label accurately re-
flects the verdict of the given claim? Unweighted, Weighted,
Either, or Neither”).

Datasets Global Label
Weighted Unweighted

Climate 90% 60%
Covid 90% 80%
Myths 90% 60%

Nutrition 70% 60%
Sci-fact 80% 60%
Average 84% 64%

Table 4: Aggregating local labels based on their reputation
score makes the resulting global label more accurate. X%
means two annotators agreed on the global label option for
x out of 10 claims. For example, out of 10 nutrition claims,
7 out of 10 weighted labels were agreed to be correct.

Additionally, we conducted an experiment comparing the
global explanations and labels generated by GPT-3.5 for all
retrieved raw documents. We focused on samples where an-
notators had designated their weighted labels as ‘true’ based
on the global explanation. In this context, we found an exact
match accuracy of 0.6 for labels and an average BLEU Score
of 0.12 for explanations. These findings indicate that 40% of
the labels assigned by GPT-3.5 based on raw documents do
not align with labels validated as accurate by humans.

We also conduct experiments to understand the contribu-
tion of each pipeline component. We measure how retrieval
results change with and without claim opposition. We exam-
ined 50 claims and compared them against 10 articles each,
both in favor of and against the claim. We found that, on
average, 51.7 percent of the documents were additionally re-
trieved as a result of querying with opposing claims. We also
analyzed these results per dataset, which can be seen in Ta-
ble 6. For the remaining pipeline components, we present

results in Table ??, with each component’s accuracy and its
main purpose/impact with respect to the end task.

Error Analysis
In our error analysis, we focus on examples that are classi-
fied as non-attributable, either because the global explana-
tion is not interpretable or the attribution is erroneous. We
comprehensively analyze these samples and have identified
three types of typical errors see Table (7): inference-based
errors, retrieval-based errors, and parsing-based errors.

Retrieval Errors (60%)
• When the documentation of an article from Seman-

tic Scholar is mistakenly inputted. In this case, a short
article-related text, such as the title and keywords of
the article or the introduction part of the article, is er-
roneously treated as an abstract.

• When weakly related articles are retrieved. For example,
consider the query “Flour may cause cancer.” Articles
dominated by the relationship between corn and cancer
may be included, as they were not filtered out due to the
possibility that flour can be made with corn flour. How-
ever, the results may indicate ”Corn may cause cancer”
instead of ”Flour may cause cancer.”

• When the query is too specific, such as ”MEK inhibitors
are not effective in RAS-driven mouse models of can-
cer.” Although there are numerous relationships between
MEK inhibitors and cancer, none of them specifically re-
late to RAS-driven mouse models.

Inference Errors (30%)
• Sentences in global explanations may provide reasons to

attribute too many relationships. For example, the sen-
tence ”The relationship between autophagy and aging
is complex and depends on various factors” could lead
to the retrieval of 20 attributions, as ”various factors” is
a vague term. This ambiguity may cause human eval-
uators to consider this attribution as incorrect. In some
cases, having too many attributions can result in the ex-
act opposite direction, leading evaluators to believe that
the target sentence is not adequately covered.

• The language model tends to soften attributions. For in-
stance, consider the target sentence: ”Additionally, the
study only shows an association, not a causal relation-
ship, between masturbation and negative outcomes.” The
corresponding source sentence is: ”Masturbation is sig-
nificantly associated with fatigue, soreness, and weak-
ness in the lumbar region, memory decline, immunity
decline, insomnia, dreaminess, and an increase in related
symptoms that accompany an increase in masturbation
frequency.”

Parsing Errors (10%)
• When the sentence number or abstract number in the at-

tribution part refers to the wrong one.
We also examined sentences that were labeled as interpre-

tation or hallucination. We discovered that approximately
11% of the target sentences fell into this category. These



Component Accuracy Expected Impact on the Overall System
Takeaway 87% Uncovers implicit assumptions, removes irrele-

vant documents and information.
Local explanation and label 85%, 81% Answers claim (query) with explanation w.r.t. the

local takeaway (in context of its assumptions).
Global Explanation 78% Final answer explanation that combines multiple

perspectives from local explanations in light of the
claim (query) and leverages redundancy but re-
duces duplicates and accurately answers the claim
globally

Verdict label 84% Final answer label weighted by the reputation of
the source abstract (this accounts for local label
and reputation. If we drop reputation accuracy of
verdict label drops to 64%)

Attribution 80% For each sentence in global explanation, give a ref-
erence citation/ supporting sentence in source ab-
stracts

Table 5: Accuracy of each individual component. Reported accuracy is computed by checking whether the component output
was correct/ appropriate or not)

Datasets % Different
Climate 43.7%
Covid 49.5%
Myths 57.3%

Nutrition 62%
Sci-fact 45.8%
Average 51.7%

Table 6: Contribution of opposing claim to the retrieval com-
ponent.

types of sentences generally do not specifically address any
argument, for example, sentences like ‘However, there is no
evidence to support this claim.’ In such instances, our attri-
bution method identifies them as interpretations or halluci-
nations.

Human Evaluation and Inter-Annotator
Agreement
The human evaluation process for this study adheres to eth-
ical guidelines and has been conducted at the University of
Auckland. All participants in the study provided informed
consent, and their privacy and rights have been carefully
protected throughout the research process. The call for an-
notators was extended through a well-attended Slack chan-
nel, which comprises individuals with an interest in machine
learning, including those with master’s, PhDs, and academic
professionals. The recruitment process was voluntary, and
participation was based on responses to the call. It’s worth
highlighting that none of the evaluators has any hierarchi-

Retrieval Inference Parsing
60% 30% 10%

Table 7: Error Analysis

cal or personal affiliations with the paper’s co-authors, and
none of them are co-authors of the paper themselves. For
each claim, two individuals conduct the evaluation; the ta-
bles presented in the results section reflect mutually agreed-
upon scores.

Related Work
Claim verification In recent years, there has been an in-
crease in fact-checking research, largely driven by the data
available on general fact-checking websites (Kotonya and
Toni 2020a). However, the availability of such data across
multiple scientific domains still remains a critical bottle-
neck. This bottleneck is particularly challenging for sci-
entific claims due to the expensive annotations required
from domain experts. There have been only limited attempts
to create scientific fact-checking datasets (Wadden et al.
2020b; Wright et al. 2022; Tan et al. 2023a), so not surpris-
ingly there remains a scarcity of available data.

Furthermore, existing models and datasets designed for
less technical language and public releases have limita-
tions when applied to scientific domains. Nevertheless, re-
cent studies have started exploring specific domains. These
include work on fact-checking COVID-19 claims on so-
cial media platforms (Roozenbeek et al. 2020; Saakyan,
Chakrabarty, and Muresan 2021), health-related claims in
science releases (Sarrouti et al. 2021), and climate change
claims using evidence from Wikipedia (Diggelmann et al.
2020). Another common characteristic of existing models
and datasets is that they are designed for closed-domain set-
tings, with only two recent exceptions (Wadden et al. 2022a;
Stammbach, Zhang, and Ash 2023). However, these works
resume the three-label verdict tradition, without considering
the nuances and contested aspects of the claims.

To enhance fact-checking capabilities, various techniques
have been developed over the past decade. These include
employing multi-layer perceptron models (Vlachos and
Riedel 2014), incorporating attention mechanisms (Parikh



et al. 2016), utilizing Graph Neural Networks (Liu et al.
2020), employing semantic role labeling and logical reason-
ing tools (Chen et al. 2020). Transformer-based language
models, particularly BERT models, have gained significant
attention in claim verification (Soleimani, Monz, and Wor-
ring 2019; Portelli et al. 2020; Chernyavskiy and Ilvovsky
2019; Nie, Chen, and Bansal 2019; Tokala et al. 2019; Tan
et al. 2023b). Additionally, methods (Tan et al. 2023b) and
models (Wadden et al. 2022b; Stammbach, Zhang, and Ash
2023) have been developed to increase the performance of
fact-checking tasks for longer input lengths, which is usually
the case for scientific fact-verification tasks. To the best of
our knowledge, we are not aware of any zero-shot attempts
for this task, except (Wright et al. 2022), which was applied
as a demonstration of how artificially generated data can en-
hance the performance of the verdict prediction task.

Claim explanation In their work, (Atanasova et al. 2020)
tackled the challenge of generating explanations by treating
them as a text summarization task. They employed two mod-
els for this purpose: one model generated explanations (both
extractive and abstractive) after the claim, where the pre-
diction and explanation models were trained independently.
Meanwhile, the second model was trained jointly to handle
both tasks. In a similar vein, (Kotonya and Toni 2020b) fo-
cused on extractive summaries for the fact verification task.
It is important to note that both of the aforementioned ap-
proaches require a fine-tuning and supervised training pro-
cess, along with annotated data for each sub-task, such as
summarization and verdict prediction.

In the field of document summarization, there is another
notable line of work focused on summarizing multiple docu-
ments in the medical domain (DeYoung et al. 2021; Wallace
et al. 2021) by treating the survey paper sections as sum-
maries of papers that are discussed within the same paper.
Additionally, in the biomedicine domain, researchers have
explored zero-shot summarization techniques for both sin-
gle and multi-document scenarios (Shaib et al. 2023). How-
ever, none of the existing summarization approaches syn-
thesize information to support a specific claim or provide
a verdict label. it is also worth noting that although there
are two commercial products, elicit7 and consensus8, which
seem to retrieve relevant articles based on scientific ques-
tions, their development processes are not transparent, and
limited information is available regarding their functioning.
These products also lack an overall explanation regarding a
given scientific claim and neither provide a verdict to evalu-
ate the claim accurately as of the date of our submission.

Conclusion and Outlook
Existing claim verification methods operate in a closed-
domain context, and need supervised training data; how-
ever scientific knowledge constantly evolves with new per-
spectives that necessitate a supervision-free, open-domain
perspective that we address in this work. We present an
inference method that aggregates and reasons over multi-

7https://elicit.org
8https://consensus.app

ple evidence abstracts using zero-shot instruction prompt
to generate explanations that are traceable and thus faith-
ful. Human evaluators find that our claim verification labels
are of high quality and the corresponding explanations are
traceable and preferred over an LLM explanation. As future
work, we want to improve the components of our pipeline
such as retrieval, and enforce consistency in the resulting
graph of takeaways, explanations, abstracts and attributions.
Thus, our framework creates new avenues for claim reason-
ing research and enables time-saving, accurate analysis of
scientific claims.

Limitations
Enhancing retrieval systems with external knowledge be-
yond lexical similarities often requires extensive training or
fine-tuning (Karpukhin et al. 2020). In the retrieval process,
we initially gather titles from Google Scholar API and then
match these titles using the Semantic Scholar API. However,
we frequently encounter the issue of mismatched titles. Fur-
thermore, there are instances when API calls to Semantic
Scholar return empty results or provide unrelated article sec-
tions instead of abstracts. These problems adversely affect
the quality and quantity of the search space. Further, incom-
plete, outdated, or inaccurate information from the search
engine can pose significant problems, potentially leading to
erroneous conclusions or decisions.

Ethics Statement
This research paper emphasizes the significance of auto-
mated scientific fact-checking in combating the dissemina-
tion of scientific misinformation within the community. Our
primary objective is to enhance the effectiveness and prac-
ticality of scientific fact-checking systems. A key aspect of
our approach is transparency, emphasizing the importance of
providing explanations and traceability while utilizing lan-
guage models in our reasoning process. We rely on scientific
articles, and there are factual and ethical risks often against a
particular community when relying on less trustworthy arti-
cles. We mitigate this risk through a weighted scoring based
on reputation scores, and we will continue to improve this
weighting. Further, the search engine results can be biased in
retrieving documents aligned or misaligned to a certain com-
munity’s beliefs. For this, we recognize the need for more
sophisticated retrieval methods as highlighted in the limita-
tions section. While current LMs have limited guardrails and
thus inherently carry risks of incorrect information, our pa-
per uses scientific literature-guided explanations to address
this issue.
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